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Abstract— Pulse amplitude measurement for the analog signal is now widely used in applications like spectroscopy, IR / laser receiver, RF 

signal receiver, etc. Accurate Amplitude measurement requires a high-speed analog to digital converter which consumes high power. In this 

paper we are aiming to detect analog pulse amplitude with low sampling ADC and interpolation method. The comparative study of seven 

interpolating methods namely Near interpolation, Linear interpolation, Cubic interpolation, LaGrange’s interpolation, Newton Raphson 

interpolation, Whittaker Shannon interpolation and Neville’s algorithm were conducted for measurement of analog pulse peak height. The 

interpolation method is selected based on the relative error, mean square error and mean absolute deviation. The performance of each 

method and the overall system is discussed in this paper. 

Index Terms— gaussian pulse, charge sensitive pre-amplifier, interpolation, radiation detector, field-programmable gate array, pulse height 

measurement.  

——————————   ◆   —————————— 

1 INTRODUCTION                                                                     

M Many applications require measurements using 
an analog-to-digital converter (ADC) to convert the analog in-
put information in to the digital form. Such applications will 
have resolution requirements based on the dynamic range of 
the signal, the minimum measurable change in a parameter, 
and the signal-to-noise ratio (SNR). Many systems use a better 
resolution off-chip ADC as a result. However, the cost of the 
ADC increases with the level of desired accuracy. By creating 
hardware to quantize the analog signal amplitude into the dig-
ital signal with a longer code-word length, better ADC accuracy 
can be attained. Word lengths in practical ADCs are limited. 
Higher conversion accuracy is attained by calculating addi-
tional samples in order to efficiently strike a balance between 
system cost and accuracy. Analyzing the input signal is neces-
sary in order to improve the required ADC resolution. Digital 
interpolation methods can be used to increase the resolution of 
digital data. Through an FPGA, the digital signal can be pro-
cessed. This technique, which processes samples and increases 
the 12-bit ADC conversion's accuracy by extra bits, is examined 
in this study. As the work's application, peak height detection 
is used. The function generator's gaussian pulse is delivered to 
the ADC for sampling before the data is sent to the FPGA for 
interpolation. The interpolation will be implemented by FPGA, 
which will use the interpolated data to determine the maximum 
sample value. To obtain data from the FPGA and display it on 
the computer screen with the necessary graphs and numbers,  
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a national instrument brand called NI DAQ is employed. 

2 INTERPOLATION METHODS 

With the help of a few precise sample data points, interpolation 
can be used to estimate the unknown values of a nonlinear or 
linear function [1]. Theoretically, more data points are needed 
for better fitting accuracy. However, it is not practical to evalu-
ate ideas based on big data sets due to the constraints of the 
difficulties of hardware computing. The initial objective of the 
problem at hand is to sample the input pulse into uniformly 
spaced data points. Any of the following interpolation tech-
niques can be used to determine the analog pulse's unknown 
peak value 
 
2.1 Nearest neighbor Interpolation 

The simplest interpolation technique is nearest neighbor inter-
polation. The closest interpolation simply determines the clos-
est data value at an integer position by rounding the expected 
position's value. 

The value of the interpolated function f at point X is given for 
the samples F(k) that are given: 

                𝑓(𝑥) = 𝐹 (⌊𝑥 +
1

2
⌋)                              (1) 

 The closest sample point to x is simply chosen. The greatest in-
teger number that is less than or equal to x in this case is called 
the floor function, or ⌊x⌋. This results in an interpolated function 
that looks like a staircase. The function f(x) is in reality defined 
on the entire real axis, but it is neither continuous (since it 
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contains jumps) nor differentiable. Take a look at Figure-1’s in-
terpolated closest neighbor representation of the function 
f(x)=sin(x) as an example. 

. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

2.2 Linear Interpolation 

The simplest technique for determining the value of a function 
between any two known values is the linear interpolation for-
mula. A technique for fitting curves with linear polynomials is 
the linear interpolation formula. In essence, the interpolation 
method uses the collection of values to discover new values 
for any function. The linear interpolation formula is used to 
determine the unknown values in the table. In this part, let's 
study more about the linear interpolation formula. Data fore-
casting, data prediction, mathematical and scientific applica-
tions, market research, etc. all employ the linear interpolation 
algorithm. The unknown values in the table can be found us-
ing the linear interpolation formula. The formula for linear in-
terpolation formula is given by: 

             𝑦 = 𝑦1 + (𝑥 − 𝑥1)
(𝑦2−𝑦1)

(𝑥2−𝑥1)
   (2) 

where,  

• 𝑥1 and 𝑦1 are the first coordinates 

• 𝑥2 and 𝑦2 are the second coordinates 

• 𝑥 is the point to perform the interpolation 

• 𝑦 is the interpolated value 
 

2.3 Lagrange’s interpolation 

The Lagrange interpolation formula may be used to locate a 
polynomial known as a Lagrange polynomial that assumes cer-
tain values at every location. Lagrange's interpolation is an ap-
proximation to f using a Nth degree polynomial (x). Given n dis-
tinct real values X1, X2, … ,Xn and n real values Y1, Y2, … ,Yn (not 
necessarily seperate), there is a unique polynomial P with real 
coefficients satisfying P(Xi) = Yi for i ∈ {1, 2, …, n}, such that 
deg(P) < n. The following is the Lagrange interpolation formula 
for a different order of polynomials: 

𝑦 = 𝑓(𝑥) =
(𝑥−𝑥1)(𝑥−𝑥2)…(𝑥−𝑥𝑛)

(𝑥0−𝑥1)(𝑥0−𝑥2)…(𝑥0−𝑥𝑛)
𝑦0 +

 
(𝑥−𝑥0)(𝑥−𝑥2)…(𝑥−𝑥𝑛)

(𝑥1−𝑥0)(𝑥1−𝑥2)…(𝑥1−𝑥𝑛)
𝑦1 + ⋯ +

 
(𝑥−𝑥0)(𝑥−𝑥1)…(𝑥−𝑥𝑛−1)

(𝑥𝑛−𝑥0)(𝑥𝑛−𝑥1)…(𝑥𝑛−𝑥𝑛−1)
𝑦𝑛          (3) 

2.4 Newton Raphson Interpolation 

The Newton-Raphson technique, commonly referred to as 
Newton's method, is a rapid approach to approximate the real-
valued function f(x) = 0's root. It makes advantage of the idea 
that a straight line parallel to a continuous, differentiable func-
tion can serve as a rough approximation. A continuous, differ-
entiable function f(x) needs to have a root, and you know the 
root you're seeking for is close to the point x = x0. Then, accord-
ing to Newton's approach, a more accurate approximation for 
the root is 

                       𝑥1 = 𝑥0 −
𝑓(𝑥0)

𝑓′(𝑥0)
                   (4) 

To get the requisite precision, this procedure may be done as 
many as necessary. In general, for every x-value xn, the next 
value is provided by below equation. 

                   𝑥(𝑛+1) = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
                (5) 

2.5 Cubic interpolation 

Finding a curve that connects data points with a degree of three 
or less is possible through the use of cubic spline interpolation. 
The closest samples are utilized to determine the interpolated 
value in nearest neighbor and linear interpolation [1]. We ex-
amine two data points on the left and two on the right for cubic 
interpolation in order to increase the accuracy of the fitting. We 
fit a cubic polynomial over the range of x=k to x=k+1 to inter-
polate [3]. 
 

k ≤ x ≤ k+1:    
𝑓(𝑥) =  𝑎(𝑥)3 + 𝑏(𝑥)2 + 𝑐(𝑥) + 𝑑   
to the 4-sample points k−1, k, k+1 and k+2. For the 4 points we 
have: 

𝐹(𝑘 − 1) = 𝑎(−1)3 + 𝑏(−1)2 + 𝑐(−1) + 𝑑 
𝐹(𝑘) = 𝑑 

𝐹(𝑘 + 1) =  𝑎(1)3 + 𝑏(1)2 + 𝑐(1) + 𝑑 

𝐹(𝑘 + 2) =  𝑎(2)3 + 𝑏(2)2 + 𝑐(2) + 𝑑            (6) 
 

2.6 Whittaker–Shannon interpolation 

One way to create a continuous-time bandlimited function 
from a list of real values is to use the Whittaker-Shannon interpo-
lation formula, often known as sinc interpolation. Similar to the 
Lagrange polynomial interpolation, the procedure is used. The key 
to polynomial interpolation is to identify a collection of 
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Fig. 1. The continuous function f(x) = sin(x) in green, the sampled 

function in red and the nearest interpolated function in blue. 
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component polynomials, each of which traverses a certain set of 
provided points. The component polynomials must also equal 
zero whenever there is a different point in order to be able to com-
bine them all into a single polynomial that traverses the whole col-
lection of points. By doing this, it is ensured that the polynomials 
won't interfere with one another at the specified set of points 
when they are added together. Instead of using polynomials as the 
component, Whittaker-Shannon interpolation uses the Sinc func-
tion. The Sinc functions are periodic functions that are as below:   
 

         𝑠𝑖𝑛𝑐(𝑥) =  {   
1, 𝑥 =  0

sin (𝑥)

𝑥
, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (7) 

 

2.7 Neville's Algorithm for interpolation 

An interpolation procedure called Neville's algorithm starts by fit-
ting a polynomial of degree 0 across the point (xk, yk) for k=1,..., n, 
or Pk(x)=yk. Then, in a second iteration, pairs of points are fitted 
using Pi and P(i+1), resulting in P12, P23, and so on. A "pyramid" of 
approximations is produced by repeating the process until the de-
sired outcome is obtained. 
 
 
 

 
 
 
 
 
 

 
The final result is  
 

𝑃𝑖(𝑖+1)….(𝑖+𝑚) =
(𝑥−𝑥𝑖+𝑚)𝑃𝑖(𝑖+1)….(𝑖+𝑚−1)

(𝑥𝑖−𝑥𝑖+𝑚)
+

(𝑥𝑖−𝑥)𝑃(𝑖+1)(𝑖+2)….(𝑖+𝑚)

(𝑥𝑖−𝑥𝑖+𝑚)
              (8) 

3 IMPLEMENTATION AND RESULT 

In the present work, All of the above-mentioned interpolation 
methods are simulated in this work, and hardware implemen-
tation is carried out using ADC, FPGA, and the LabVIEW envi-
ronment. The initial finding from this research was that the pre-
cision of fitting rises as the number of interpolation points 
grows, reducing error. The 3-point interpolation method is 
used to compare all of the above interpolation methods. [6]. The 
3-point interpolation method is used to compare all of the above 
interpolation methods.  The values of MSE calculated for 1000 
equally amplitude pulses for selected sample sizes of sections 
are shown in Table 1.  

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =
𝑃𝑒𝑎𝑘 𝑎𝑐𝑡𝑢𝑎𝑙−𝑃𝑒𝑎𝑘 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑃𝑒𝑎𝑘 𝑎𝑐𝑡𝑢𝑎𝑙
  

 (9) 
 

𝑀𝑆𝐸 =  
∑ (𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟)2𝑛

1

𝑛
  (10)  

 
For comparing the efficiency of various interpolating methods 
based on fitting accuracy, same number of pieces were consid-
ered to provide a common platform for comparison. Nowadays 
FPGA’s have found lots of applications in Instrumentation and 
Control Engineering. FPGA can perform basic mathematical 
operations of addition, subtraction, multiplication and division 
in real-time mode [7]. FPGA used in the present work uses fixed 
point operations and hence optimal bit size usage for each op-
eration needs to be worked out in order to avoid any overflow 
leading to inaccurate measurement. In Present work National 
instrument (NI) USB 6343 and A3PE1500 (Microsemi make) 
FPGA is used to implement the methods. The FPGA is operated 
at 40 MHz clock frequency. The gaussian pulse is sampled us-
ing 12-bit ADC AD7492 at 1 MHz sampling rate. The Digital 
data is given to FPGA for interpolation. Data from the FPGA is 
given to NI module where LabVIEW code is written to find the 
maximum value from the sample data and the errors are esti-
mated from the sample data. The compilation summary for var-
ious algorithms on FPGA is given in table-1 and discussed. 
 

TABLE 1 
MSE AND RESOURCE REQUIREMENT VALUES FOR VARIOUS INTERPO-

LATION METHODS 

 Performance criteria 

Method MSE 

FPGA  
Resource utilization 

Number 
of Combi-
national 

cells 
(21504) 

Number 
of se-

quencial 
cells 

(10752) 

Nearest 34.39E-06 15% 10% 

Linear 34.39E-06 15% 14% 

Lagrange’s 2.34E-06 30% 28% 

Newton Raphson 2.16E-06 40% 35% 

Cubic 11.59E-06 20% 14% 

Whittaker–Shannon 5.95E-06 32% 30% 

Neville's Algorithm 6.47E-06 45% 30% 

 
From the table -1 data, we can see that the MSE is less for the 
Lagrange’s and Newton Raphson methods. In terms of FPGA 
utilization, Neville's Algorithm requires highest number of 
logic cells.  

4 CONCLUSION 

In this paper, A comparative study for the seven interpolat-
ing methods namely Nearest, Linear, Lagrange’s, Newton 
Raphson, Cubic, Whittaker-Shannon, Neville’s Algorithm was 
conducted for gaussian peak height measurement, perfor-
mance comparison is carried out on the basis of the Mean 
square error and FPGA resource utilization. The Lagrange’s 
and newton Raphson interpolation method has less MSE com-
pared to other methods but the hardware utilization is more for 
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newton Raphson method compared to Lagrange’s method. It 
was also observed that the nearest interpolation method require 
lowest hardware as the function is less complex. For future 
work these interpolation techniques can be compared using an-
other application. 
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